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Strain profile retrieval methods 

The diffraction amplitude from a thin film with the contribution from the substrate is 

calculated using a kinetic diffraction model,  

 �𝐴𝐴𝑓𝑓𝑓𝑓𝑓𝑓(𝑞𝑞)� = �𝐹𝐹𝐹𝐹𝐹𝐹[exp(𝑖𝑖𝜑𝜑𝑛𝑛)]𝐹𝐹𝐵𝐵𝐵𝐵𝐵𝐵(𝑞𝑞) + 𝑎𝑎𝐹𝐹𝑆𝑆𝑆𝑆𝑆𝑆(𝑞𝑞)
[1−exp (𝑖𝑖𝑖𝑖)]�,   (s1) 

Here 𝜑𝜑 is the layer-by-layer BFO phase shift of the unit cells, FBFO and FSTO are the 

structure factors, n=1,…, N and is the layer index and N is the number of epitaxial layers, and a 

is the fitting parameter for the relative intensity of the substrate and the film, respectively.  

The fitting of the strain profile takes our knowledge of the film thickness and is 

accomplished by a spline algorithm1 using 4 evenly distributed fitting points for adjusting the 

phase while using a spline interpolation to obtain the phase at each unit cell layer. Fitting with 

more points does not change the fitting qualitatively and only reduce the fitting error modestly 

by less than 10%. The fitting algorithm tries to minimize the following error while changing the 

phase: 

∑ ||𝐴𝐴𝑓𝑓𝑓𝑓𝑓𝑓 (𝑞𝑞)| − |𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚 (𝑞𝑞)||𝑞𝑞  ,      (s2) 

where |Amea(q)|=|I (q)| 1/2 is the measured diffraction amplitude along the truncation rod.  

The measurement was repeated at different delays for samples with different laser 

fluences and film thicknesses. A complete set of data is depicted in Figs. S1-S3. The fitting 

matches the position and the relative amplitude of the fringes well except for the 20 nm film at 

time zero, which needs further study to determine the cause.  



` 

3 
 

 

  

Figure S1 A complete data set of the mapping of the strain as a function of delay for a 35 
nm film (88 monolayers) at 3.3 mJ/cm2. Left column: measured (red lines) and fitted (blue lines) 
diffraction amplitude |A| at different delays between the laser and the X-ray. Left column: 
corresponding fitted strain at different delays as a function of the film layer index n.  
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Figure S2 (a) A complete data set of the strain as a function of delay for a 35 nm film (88 
monolayers) at 2.5 mJ/cm2. Left column: measured (red lines) and fitted (blue lines) diffraction 
amplitude |A| at different delays between the laser and the X-ray. Left column: corresponding fitted 
strain at different delays as a function of the film layer index n.  

  

0.01

0.1

1

0.01

0.1

1

0.01

0.1

1

1.82 1.90 1.98
0.01

0.1

1

-0.5

0.0

0.5

1.0

-0.5

0.0

0.5

1.0

-0.5

0.0

0.5

1.0

0 20 40 60 80
-0.5

0.0

0.5

1.0

 

 

 

 
-0.3 ns

 

 
0 ns

1 ns  

 

 |A
| (

ar
b.

 u
ni

ts
)

2 ns  

 

4 ns  
 

6 ns  

 

10 ns  

 

q (RLU)

 

 

 

 

 

 

 

 

 

 

 n

 ε
 (%

)

  
 

 



` 

5 
 

  

Figure S2 (b) Fitting parameters α(t) and the corresponding strain gradient dε/dz in 

Eqs.(1) (red) in comparison with measured width change ∆w(t) (blue). (c) Parameter β(t) in Eq. 

(1) (red) and average strain change ∆ε(t) (blue). 
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Figure S3 (a) A complete data set of the mapping of the strain as a function of delay for a 

nominal 20 nm film (50 monolayers) at 3.3 mJ/cm2. Left column: measured (red lines) and fitted 

(blue lines) diffraction amplitude |A| at different delays between the laser and the X-ray. Left 

column: corresponding fitted strain at different delays as a function of the film layer index n. The 

fitting is very good for all delays except for zero delay.  
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Figure S3 (b) Fitting parameters α(t) and the corresponding strain gradient dε/dz in 

Eqs.(1) (red) in comparison with measured width change ∆w(t) (blue). (c) Parameter β(t) in Eq. 

(1) (red) and average strain change ∆ε(t) (blue).  
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Supplementary Information 2 

DFT simulation 

DFT calculations were performed in QUANTUM ESPRESSO2 using the local density spin 

approximation3,4 and an on-site Coulomb parameter5 of U = 4 eV applied to the Fe states6. The 

Fe atoms were initialized to an antiferromagnetic spin configuration. Vanderbilt ultrasoft 

pseudopotentials7 with scalar relativistic corrections simulated the core and valence electrons. 

The pseudopotentials were generated with the Perdew-Zunger parameterization8 of the local 

density approximation in DFT using the following parameters: Bi: 6s25d106p3, r0=1.2 bohr, 

rloc=2.2 bohr, rc = (2.5,2.5,2.2) bohr for s, p, and d, respectively. Fe: 3s23p64s23d64p0, r0=1.5 

bohr, rloc=2.0 bohr, rc = (2.0,2.0,2.0) bohr for s, p, and d, respectively. O: 2s22p4, r0=0.7 bohr, 

rloc=1.0 bohr, rc = (1.2,1.2) bohr for s and p, respectively. A plane wave basis supporting the 

wave function (density) cutoff at 50 Ry (400 Ry) converged the rhombohedral R3c and cubic 

perovskite Pm3m structural energy difference to within 1 meV per formula unit. A Γ-centered 

5×5×5 Monkhorst-Pack k-point mesh for the R3c structure sampled the Brillouin zone to 

converge total energy to within 10 meV per function unit. The sum of the forces on the ions was 

relaxed in the R3c symmetry to less than 20 meV/angstrom, and the pressure on the simulation 

cell in the same symmetry to less than 0.01 kbar. A Fermi-Dirac distribution applied to the 

occupation of the DFT single-particle states9 simulated the effect of excitation by varying the 

width of the distribution from 0.00 eV up to 2.04 eV to increase electron temperature. The gap 

between the highest occupied state and the lowest unoccupied DFT single-particle state 

disappears between Fermi-Dirac distribution widths 0.95 and 1.08 eV. The relaxed spin state 

transitions from antiferromagnetic to nonmagnetic between Fermi-Dirac distribution widths of 
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1.36 and 1.50 eV. Bi and Fe ions retain a presumably ferroelectric displacement from 

centrosymmetric positions with R3c symmetry at all Fermi-Dirac distribution widths simulated.  

The rhombohedral lattice parameters were then converted to pseudo-cubic. The out-of-

plane strain was calculated according to Hooke’s law, taking into account the coupling of 

epitaxial in-plane stress due to the cold substrate: 

𝜀𝜀 = 2𝜈𝜈
1−𝜈𝜈

𝜀𝜀𝑖𝑖𝑖𝑖,       (s3) 

where ν = 0.34 is the Poisson ratio10, and ε and 𝜀𝜀𝑖𝑖𝑖𝑖 are the out-of-plane and in-plane 

strain, respectively.  

 

Figure S4 Kohn-Sham band gap (BG) (a) and out-of-plane strain (b) as a function of the 
carrier density (Nc) from DFT simulations. The strain calculation takes into account the Poisson 
effect due to the in-plane stress. The Nc corresponding to the highest pump fluence of 5 mJ cm-2 
in the experiment is about 1.5×1021 cm-3.  
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Supplementary Information 3 

Dependence of the piezoelectric coefficient on the strain 

From Eqs. (2 -4), we have  

𝛼𝛼(𝑡𝑡) − 1 = 𝛾𝛾𝑑𝑑0𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡).       (s4a) 

𝛾𝛾 = 𝛼𝛼(𝑡𝑡)−1
𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑑𝑑0

= 𝛼𝛼(𝑡𝑡)−1
𝛽𝛽(𝑡𝑡)−𝜀𝜀𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡)

.        (s4b) 

The resulting γ using our experimental data is shown in Table S1.  

 

Table S1. Parameter γ obtained from the experimental data. The errors are due to the 
uncertainty in determining the thermal contribution and the uncertainty in the fitting. 

 20 nm, 3.3 mJ cm-1 35 nm, 3.3 mJ cm-1 35 nm, 2.5 mJ cm-1 
Delay (ns) 0.2 0 0 

α 1.97 1.57 1.38 
β 0.76% 0.37% 0.26% 
𝜀𝜀ℎ 0.16% β/3 β/3 
γ 160±50 234±80 216±70 
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Supplementary Information 4 

Disproving the charge separation by polarization field model  

Bulk charge separation due to internal polarization or external field leads to strong 

distortion of the field in a pump probe experiment though it may have no effect in a CW 

experiment. We simulated the situation with a one dimensional particle-in-cell dynamic model 

for the 35 nm film where the motion of the carriers (Fig. S4(a)) and the field (Fig. S4(b)) are 

solved self-consistently. Equal number of holes and electrons are generated filling the space with 

a profiled probability p(z)=exp(-z/Z), where Z = 32 nm is the absorption length at 400 nm. To 

illustrate the physics, we apply a constant field E0 = 1 MV/cm that generates a peak strain of 

0.5% at a nominal piezoelectric constant d33 = 50 pm/V. We use nominal mobility for the 

electrons and holes of 7×10-5 and 5×10-5 m2V-1s-1, respectively, for illustrative purpose. The 

result is not sensitive to the choice of these numbers other than the time scale. A dielectric 

constant of 50 is used11. The carriers are absorbed when they reach the boundaries. We also 

consider only the cases where carriers are immediately separated at birth. 

For carrier density higher than 3×1018 cm-3 (corresponding roughly to an absorption 

fluence of 0.01 mJ/cm2), 100% modulation of the field can be achieved, indicating the saturation 

of the applied field. For lower carrier densities, the maximum modulation is proportional to the 

carrier density. Fig. S3 shows a case with carrier density of 1.5×1018 cm-3 (absorption fluence of 

0.005 mJ/cm2) As can be seen in Figure S3 (b), the charge separation induces a ±50% 

modulation of the field inside the film. When mapped into the piezoelectric response of the unit 

cells, the modulation will lead to a strain profile completely different from that arises from a 

uniform field expected from the exciton scenario where carriers only separate at the surface and 
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the interface. The low carrier density needed for such modulation also demonstrates the 

sensitivity of the strain profile to such a bulk space charge effect. Simulation using strain profile 

following the field profiles with comparable strain range as measured from the experiment 

generates significantly asymmetric fringes around the central diffraction peak, which is not 

observed in the experimental data (Fig. S5), disproving the commonly accepted carrier 

separation by polarization field model. 

 

Figure S5 Effect of the field inside a 35 nm film when the carriers are generated by an 

impulsive excitation and immediately separated by an external field. (a) Position-velocity phase 

diagram of the holes (positive speed) and electrons (negative speed) at different times (indicated 

by the legend in ns) and (b) the corresponding field modulation as the carriers are separated by the 

applied field of E0=1 MV/cm. The initial carrier density is 1.5×1018 cm-3 corresponds roughly to 

an absorption fluence of about 0.005 mJ/cm2, less than 1% of the that used in our experiment. The 

asymmetry in the field and phase diagram are due to the difference in the electron and hole mobility.  
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Figure S6 Simulation of the diffraction pattern using strain profile derived from the field 

distribution in Fig. S4. (a) Two possible strain profiles and (b) the simulated diffraction patterns 

near the 0 0 2 diffraction peak in comparison with the experiment measurement for the 35 nm high 

fluence case. To obtain the strain profile, we map the field profile to the strain range observed in 

the experiment with a shift to match the diffraction peak position. A strong fringe intensity 

asymmetry is predicted but not observed in the experiment. This confirms the quality of our fit in 

Figs. 1, S1-S3 and the interpretation of the data, disproving the commonly accepted carrier 

separation by polarization field model.  
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